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Idea:  Phonotactics, the way that sounds interact 
with one another, inform word boundaries


Goal:  Given a phone,  
determine its place in the word

Design Results (translated/translated)

Summary 
• performance comparable to combined statistical/

linguistic heuristics on translations 

• poor performance on transcribed data —possibly 

paucity of features?

• robust within transcription system

• language-specific embeddings reduce dimensionality, 

but can be modified to accept multilingual features

Data 

 
TIMIT (LDC93S1) - sentences spoken in 7 dialects of 
American English, meant to illustrate phonological 
diversity (1993) 
 
Each elicitation has:

1) human phonetic transcription

2) list of spoken words

3) information about dialect & gender

4) durations of phones & words


The corpus has its own pronouncing dictionary 

Motivation 
• Experiments show that humans don’t learn boundaries 

statistically!

• Productive phonotactics have specific rules at word 

boundaries 
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Sentences Speakers Phones 
(transcribed)

Phones 
(translated)

Train 3,696 463 134,627 121,190

Test 1,344 168 48,628 43,981 Next 
• go from the signal directly

• look at a more interesting language for which 

dictionary is available (i.e Arabic)

• use as measure of grained-ness of transcription

Experiment 2:  Translations 

Experiment 1:  Transcriptions 

Architecture
Fast Facts: 

• batch size = 12/5

• epochs = 25

• early stopping on valid loss

• categorical cross entropy

• dropout = 0.5

• 2 LSTM layers

• Internal transform with ReLU

• final transform with SoftMax

Precision Recall F1

Train 0.966/0.884 0.964/0.824 0.965/0.853

Valid 0.943/0.889 0.940/0.825 0.941/0.856

Test 0.888/0.888 0.883/0.824 0.885/0.855


